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Scale-Invariant Graph-related Problem Solving

Trained on Smaller Graphs Tested on Larger Graphs
(e.g. < 40 nodes) (e.g. 5000 nodes)
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Scale-Invariant Graph-related Problem Solving
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Trained on Smaller Graphs Tested on Larger Graphs
(e.g. < 40 nodes) (e.g. 5000 nodes)
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Trained on Smaller Graphs Tested on Larger Graphs

 GNNs with bounded layer numbers cannot generalize to larger graphs.
e Out-of-range number encodings.
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Trained on Smaller Graphs Tested on Larger Graphs

 GNNs with bounded layer numbers cannot generalize to larger graphs.
< lterative Graph Neural Networks.

« Out-of-range number encodings. € Homogeneous Neural Networks



GNNs with bounded layer numbers cannot
generalize to larger graphs on many problems

OUTPUT

 GNNs with bounded layer
numbers cannot generalize to
larger graphs on many simple
jobs, such as

INPUT e send information from the bottom
left node to the upper right node.

e Loukas [1] formally proves that

e GNNs, which fall within the
message passing framework, lose
a significant portion of their power
for solving many graph-related
problems when their width and
depth are restricted.

Common GNNSs

[1] Loukas, A. What graph neural networks cannot learn: depth vs width. In International Conference on Learning Representations. 2020.
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Adaptive & unbounded iteration numbers by
lterative Graph Neural Networks (IterGNN)
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Iterative Graph Neural Networks (IlterGNN)
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Iterative GNN

Algorithm 1 Iterative module. g is the stopping criterion
and f is the iteration body

;:1(p_utl initial feature x; stopping threshold ¢ hk — f(hk—l) = RNXd, k=1,2,...
, ck — g(hk) € 10,1),k=1,2,...
h =Y 11 — ¢')ckhK

end while
return h = 00, FRF T (1 - ¢)




Out-of-range number encodings

* The range of numbers to be encoded by the internal
representation may deviate greatly for graphs of different scales.

 The performance of MLPs in GNNSs are usually highly degraded
on those out-of-range inputs. Q
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Graph properties to be encoded by internal representations (e.g. distances)



Solutions to many graph-related
problems are homogeneous functions.

e.g. Solutions to shortest path are homogeneous. f(Ax) = Af (x),
(i.e. if we multiplies the edge weights by 2, the shortest VA > 0,x € R?
path lengths are also multiplied by 2.) (another example of

homogeneous functions)



Homogeneous Neural Networks

e Generalization errors are bounded If both neural networks and
the target function are homogeneous under proper conditions.

 Universal approximators of homogeneous functions are easy to
build, e.g. Relu(Wx + b) = Relu(Wx) in MLPs.
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Out-of-distribution
Unexpected Behaviors

Generalize by
Homogeneous

Unexpected Behaviors

(a) f(Ax) = Af(x), VA > 0,x € R>  (b) Behaviors of MLP (c) Behaviors of Homogeneous MLP



Experimental Results

e Our model successfully generalized to much larger graphs on 3
graph-theory problems and 3 general reasoning tasks.

» Ablation studies to show the benefits of each component.

 Interpretable behaviors learnt by our iterative module.
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